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Abstract

In this paper we propose a probabilistic model for
Human-Robot Spatial Interaction (HRSI) using a Qual-
itative Trajectory Calculus (QTC). In particular, we will
build on previous work representing HRSI as a Markov
chain of QTC states and evolve this to an approach us-
ing a Hidden Markov Model representation. Our model
accounts for the invalidity of certain transitions within
the QTC to reduce the complexity of the probabilistic
model and to ensure state sequences in accordance to
this representational framework. We show the appro-
priateness of our approach by using the probabilistic
model to encode different HRSI behaviours observed in
a human-robot interaction study and show how the mod-
els can be used to classity these behaviours reliably.

Introduction

Human Robot Spatial Interaction (HRSI) is the study of the
joint movement of humans and robots through space. It aims
to investigate and establish models of the way humans and
robots can manage their motion given spatial constraints,
how they negotiate, how to move when and where when
close to one another, and how to effectively coordinate these
movements. Imagine, for instance, the situation of a narrow
passage that both a robot and a human aim to pass through.
Clearly the robot and the human need to be aware of their
mutual goals and have a way to negotiate who goes first. In
our work we aim to equip our robot with an understanding
of such HRSI situations and enable them to act accordingly.

A large body of research is dedicated to provide an-
swers to these questions on joint spatial behaviour and
spatial management in Human-Robot Interaction (HRI). In
early works, humans were merely seen as static obstacles
(Borenstein and Koren 1989) that had to be avoided by a
robot. Then, their dynamic aspects have been taken into ac-
count (e.g. Simmons, 1996). In more recent works, robots
explicitly plan to move on more ‘“socially acceptable and
legible paths” (Sisbot et al. 2007; Yoda and Shiota 1996;
Feil-Seifer and Matari¢ 2011). The term “legible’ here refers
to the communicative — or interactive — aspects of motions
which previously has widely been ignored in robotics re-
search. Looking at spatial behaviour of humans, Ducourant
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Figure 1: Example of moving points k£ and [. The respective
QTC¢ relation is (— + — 0).

et al. (2005) explain that humans also have to consider the
actions of others as well, when planning their own actions.
Hence, moving around is also about communication and co-
ordination of one’s movements — at least in cases where peo-
ple are walking within a certain vicinity to one another, e.g.
entering each other’s personal or social spaces (Hall 1968).

The Qualitative Trajectory Calculus

In our previous work (Bellotto, Hanheide, and Van de Weghe
2013; Hanheide, Peters, and Bellotto 2012) we started look-
ing at qualitative representations to encode HRSI behaviours
and by means of these extract the essence of the joint motion
of one robot and one human. We have adopted the Qualita-
tive Trajectory Calculus (QTC) for this purpose which has
originally been put forward by Van de Weghe (2004). QTC
provides “a language for representing and reasoning about
movements of objects in a qualitative framework™ (Van de
Weghe, Kuijpers, and Bogaert 2005). It allows for a very
compact representation of the trajectories of two agents, and
— as a calculus — provides a sound mathematical foundation
with well-defined rules for composition and qualitative rea-
soning.

In this paper, we extend our original approach (Hanheide,
Peters, and Bellotto 2012) to encode sequences of QTC
states in a probabilistic framework as a Hidden Markov
Model to both represent and recognise different HRSI be-
haviours. We present experimental results from a HRSI
study to elicit different behaviour in a natural setting and
show that our employed variant of QTC states represented



in an HMM is powerful enough to recognise the two be-
haviours we focused on with very high accuracy.

In analysing human-robot spatial interactions, the use
of quantitative (i.e. metrical) representations is often un-
necessary or even undesirable, in particular if these repre-
sentations do not capture the real essence of the observed
interaction. In the recent works of Bellotto er al. (2012;
2013) and Hanheide et al. (2012), therefore, a qualitative
representation of interactive human and robot trajectories
was proposed based on the Qualitative Trajectory Calculus
(QTC) (Van de Weghe 2004). A particular variant of QTC,
namely QTC Double-Cross (QTC¢), provides enough de-
tails to describe, in qualitative terms, complex 2D trajecto-
ries of two moving agents with respect to each other. The ad-
vantage of such a calculus lies in its simple and intuitive def-
initions, notwithstanding the rich set of possible operations
(e.g. Conceptual Neighbour Diagrams, Composition Tables)
to work on temporal sequences of qualitative instances and
combinations of multiple interactive agents.

In practice, QTC¢ describes the relative motion of two
points k£ and [ (Fig. 1) with respect to the reference line con-
necting them, using a 6-tuple (g1 g2 ¢3 ¢4 g5 q¢), Where
qi € {—,0,+}, each one describing a specific qualitative
relation:

q1) movement of k with respect to [

— : k is moving towards [
0 : k is stable with respect to [
+ : k is moving away from [

q2) movement of [ with respect to k
as above, swapping k and [
q3) relative speed of k with respect to [

— : kis slower than [
0 : & has the same speed of [
+ : k is faster than {

q4) movement of k with respect to El
— : k is moving to the left side of il
0 : kis moving along il
+ : k is moving to the right side of ki
q5) movement of [ with respect to m

as above, swapping k and [

qs) minimum absolute angle of k, «y, with respect to k[ at

time ¢

— o <o
0:ar=q
+ o > o

A simplified version of QTC¢ is often adopted exclud-
ing the terms ¢3 and ¢z about speed and angle respectively.
Therefore, the relative motion of two points at time ¢ can
be expressed by a 4-elements state descriptor (¢1 ¢2 ¢4 g5),
yielding a total number of 3* = 81 possible states. The state
(= + — 0), for example, means “k moves towards /; [ moves

19

3

Figure 2: Example of spatial interaction where the robot
(agent [) stops to let the person (agent k) pass on its left.

away from k; k moves on the left-hand side of k;_f ; | moves

along ﬁ” (see Fig. 1).

Combined in temporal sequences, QTC states can be used
to represent different scenarios of spatial interaction be-
tween two agents. Consider the following example, illus-
trated also in Fig. 2: a person and a robot move towards
each other along a narrow corridor; when close enough, the
robot stops to let the person pass on its left-hand side. If k
is the person and [ the robot, this situation can be described
in QTC¢ by the following temporal sequence where ¢; rep-
resents the temporal interval during which the QTC¢ state
holds:

(— -0 O)tl ~ (— 00 O)t2 ~ (— 0 + O)t.g (l)

The possible transitions between QTC states can also be
represented using a Conceptual Neighbourhood Diagram
(CND), which is shown in Fig. 3 for the simplified QTC¢.
Transitions between neighbouring states are characterized
by changes in one or more of the g; symbols: the larger
the number of symbols simultaneously changed, the higher
the “conceptual distance” between two states. Note how-
ever that the CND is not a fully connected graph, i.e. only a
small set of inter-state transitions are allowed. In practice, a
CND restricts the number of possible transitions and helps
to reduce the complexity in constructing temporal sequences
of QTC states and relative Hidden Markov Models, as dis-
cussed in the following section. See (Van de Weghe 2004)
for more details on CNDs.

A Probabilistic Model of QTC sequences

In order to encode and facilitate automatic recognition and
reasoning about joint Human-Robot Spatial behaviour, the
sequence of QTC states needs to be represented. In our
previous work (Hanheide, Peters, and Bellotto 2012) we
first proposed a Markov model as a suitable framework for
a compact representation of (prototypical) behaviour, en-
abling both recognition of currently observed behaviour and
prediction of future behaviour to control the robot appropri-
ately. This model has now been taken a step further to also
constrain the state transitions according to the CND to en-
sure valid QTC sequences. In addition to the respective QTC
states (e.g. 81 states in the simplified version of QTC«) ded-
icated states for the beginning and the end of a sequence are
added. In our model, transitions from the start state and into
the end state are allowed for all QTC states in addition to the
transitions stemming from the QTC-specific CND.
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Figure 3: CND of the simplified QTC¢ (from Delafontaine,
2011). Note that, due to the original formulation of CNDs,
there are no direct transitions between some of the states,
e.g. (—0+4+ —)and (— +0—).

Also, this model is now evolved into a Hidden Markov
Model (HMM) (Fink 2008) that models the automatically
recognised QTC states as emissions, allowing for uncer-
tainty in the actual recognition process. This allows us to
deal with QTC state classification errors that arise from the
discretisation of actual robot and human movement into the
respective qualitative states. We have initially modelled the
“correct” emissions (e.g. the QTC state (— 0 4+ —) actually
emits (— —)) to occur with 95% probability and allow
the model to account for classification errors with 5%.

This general approach applicable to the different variants
of QTC has been implemented to represent HRSI encoded
in the simplified version of QTC¢. Hence, our HMM for
QTC¢ sequences features a total of 83 states (the 81 QTC
states plus the start and the end state), with respective 83
emissions. There are a total of 1250 possible transitions,
1088 from the CND of QTC¢ and 2 - 81 = 162 from and
to the start and end states, respectively.

To represent different HRSI behaviours, the probabilistic
model needs to be trained from actual observed data. For
each different behaviour to be represented, a separate HMM
is trained using Baum-Welch training (Fink 2008) (Expecta-
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tion Maximisation) to obtain the appropriate transition and
emission probabilities for the respective behaviour. In the
initial model before training, transitions that are valid ac-
cording to the CND are modelled as equally probable (uni-
form distribution). In order to overcome the problem of a
lack of sufficient amounts of training data and unobserved
transitions therein, we allow for pseudo transitions with a
very low probability of P,; = 1e~ 1. Fig. 8 depicts a pruned
HMM for one behaviour that will be discussed in detail in
the following.

Representing Real-World Interactions

A first approach of using simplified QTC¢ on sensor data
was conducted using a motion capture system, tracking the
movements of a robot and a human in a confined space. In
the following we will give an overview of the experimental
design, the data processing, and the final representation in
form of the previously described HMM.

Experiment

The cover story for this experiment was a hypothetical
restaurant scenario with the participant as a waiter and a
robotic co-worker. As part of their job the participants had
to pick up drinks from the kitchen counter and serve them at
one of two tables while the robot was taking orders from the
supposed guests and delivered them to the kitchen counter.
This allowed us to send the participants from the kitchen
counter (start position) to one of two tables (goals) and back
while the robot was also continuously moving between the
start position and either of the two goals. This restaurant
scenario was well suited to elicit incidental human-robot
encounters and allowed us to observe spontaneous human
movements when encountering the robot while they were
trying to fulfil their task as efficient as possible.

The purpose of this study was to find typical spatial move-
ments of human participants when confronted with certain
kinds of robot behaviour. The two behaviours shown by the
robot in this pilot study were: a) non-stopping: only regard-
ing the human as a static obstacle and trying to reach the goal
as fast and efficient (in forms of path planning) as possible,
and b) stopping: gradually reducing its speed and coming
to a complete halt before entering the personal space (Hall
1968) of the participant. The latter behaviour was created
by combining the findings of Lichtenthéler ef al. (2013),
i.e. stopping to let people pass, and Basili et al. (2012), i.e.
slowing down to let people pass, which both are normally
used in human-robot or human-human path crossing scenar-
ios. Even though we did not expect many path crossing sit-
uations we decided to use these two behaviours, i.e. stop-
ping and non-stopping, because both produce very similar
trajectories which only differ in speed and distance when
approaching a person. Using these behaviours we are try-
ing to find differences in human reactions regarding the two
mentioned factors, i.e. speed and distance, by analysing sub-
tle movements using the motion capture system. If this first
study shows encouraging results, we will also deviate from
this simple approach and evaluate different path planning
strategies.
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Figure 4: Head on encounter. The robot tries to reach the ta-
ble while the human is trying to reach the kitchen counter.
This image and Fig. 5 also show the experimental set-up
with the kitchen counter (start) on the left and the two tables
(goals) on the right. The artificial corridor is represented by
black lines. The circle labelled "R’ represents the robot and
the human-like figure represents the human.
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Figure 5: Overtaking scenario. According to observations
during the experiment, the human was much faster than the
robot resulting in overtaking situations where both agents
tried to reach the same goal.

As mentioned, both of these behaviours are very similar
regarding the actual path the robot takes so we were able
to pool them and disregard the robot’s specific behaviour
throughout the rest of this paper. Indeed, we will show in
the following sections that we are allowed to disregard these
sub-divisions because both behaviours produce very similar
QTC¢ state sequences in similar situations. Also, the divi-
sion into these two behaviours is not necessary to show the
functionalities of our HMM based modelling approach and
is only described for the sake of completeness.

Experiment Set-Up The actual experiment was con-
ducted in a large gymnasium like room fitted with 12 mo-
tion capture and two video cameras (see Fig. 6). In this pilot
study we chose to use a motion capture system, in addition
to the above mentioned reason of finding subtle human reac-
tions, to create a precise baseline for future experiments and
to overcome one of the limitations of the robot, namely the
lack of sensors in the back. Hence, to model the movement
of the participant behind the robot we needed these external
Sensors.

The experimental set-up consisted of a start and two tar-
get positions between which the participant and the robot
moved. These positions were marked by two large boxes, re-
sembling tables, and a barstool to act as the kitchen counter.
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Figure 6: The SCITOS G5 robot and the physical experi-
mental set-up. The robot has a hight of 1.72m and a diam-
eter of ~ 61cm. This picture shows the back of the robot.
The experimental set-up had a size of 5m?. The “tables” are
on the left and the “’kitchen counter” can be seen on the right
of the image.

In addition, a narrow passage — in form of an artificial cor-
ridor built out of 50cm high polystyrene boards — between
the start and the two target positions was created (see Fig.
4 and 5). This corridor was used to elicit close encounters
between the human and the robot while still allowing the
motion capture system to reliably track the position of both
agents.

The robot used was a SCITOS G5 with a human-machine-
interaction superstructure produced by MetraLabs (see Fig.
6). It was working completely autonomously during the ex-
periment and showed the two aforementioned behaviours of
stopping and non-stopping which were switched at random
when arriving at the start position (kitchen counter). Both
of these behaviours, as mentioned above, are very similar in
forms of path planning which means that they both resulted
in mostly straight movements directly towards the goal.

The robot was fitted with 7 motion capture markers to get
a precise position estimate and to also be able to represent
the physical dimensions of the robot itself. Since the robot
as a whole is a rigid structure, this set-up allowed us to track
2 Degrees Of Freedom (DOF), i.e. movement in = and y di-
rection. The human participant was fitted with 3 markers on
a hat and 4/5 markers on two shoulder pads which allowed
us to track 6 DOF, i.e. pitch, yaw, and roll for the head and
upper body, including the overall movement in z and y di-
rection, of the human participant. Note that, for the purpose
of this paper, only the letter was necessary to create a full
QTC representation of human motion.

During our study we recorded 14 participants, of which 9
have a computer science background. They are all employ-
ees or students at the university, and only two had previous
experience with robots. Each participant interacted with the
robot in the described way for 6 minutes.'

'The raw data set containing the recorded motion cap-
ture sequences is publicly available on our git repository:
https: // github . com / LCAS / data
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Figure 7: The recorded trajectories of one of the participants
(grey = human, black = robot).The rough position of the cor-
ridor walls and the furniture is also depicted.

HMM Based QTC- Representation

To create a QTC¢ representation of the gathered data we
had to select trajectories for further analysis from the raw
data set. In this study we were mainly interested in the close
encounters of the robot and the human in the corridor to eval-
uate how a robot’s behaviour influences the movements of a
human in a confined space. To generate these trajectories
from our data we defined a virtual cut-off line at either side
of the corridor and only took the points in between those two
lines into account. If a participant changed her/his direction
of movement before reaching either of those two lines, the
trajectory was cut at the maximum or the minimum z value
respectively to ensure that a single trajectory only contains
human movements in one direction along the z-axis. This
resulted in approximately 50 trajectories per person and 729
trajectories in total.

In the final trajectories, according to the definition of
QTC, both the robot and the human are only represented by
one point in space. This also allowed the creation of more
robust trajectories because, due to occlusion, not all markers
were always visible. Representing the human and robot only
as one single point in space each enabled us to use the visible
markers to still infer their position and therefore compensate
for possible occlusion. Fig. 7 shows the paths of one of the
participants and the robot as recorded by the motion capture
system and processed in the above mentioned way. The se-
lection process for the robot’s trajectories does not adhere to
the same constraints as the trajectory selection for the human
participant but are just chosen according to the timestamps
of the participant’s trajectory.

Out of the created set of trajectories, we selected two
types of HRSI situations for further analysis. These are the
head-on (see Fig. 4) and overtaking (see Fig. 5) encounters
between the robot and the participant. We decided to select
these two classes because the head-on and overtaking sce-
narios are the two most common encounters between robot
and human in our data set where the trajectories of each
agent might influence the trajectory of the other and vice
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versa. All trajectories in which the robot and the human did
not encounter each other in the corridor, because the robot
was stationary while turning at one of the target positions, or
the trajectories in which the robot and human tried to reach
different goals and did not come in to close vicinity of each
other were disregarded because of the lack of possible influ-
ence of the agents on each other.

Our two chosen classes of encounters would normally be
divided further into the above mentioned sub-classes accord-
ing to the behaviour the robot showed at that specific time.
For the QTC¢ representation and analysis these two sub-
classes are pooled together because the actual trajectories
only differ in their duration and just marginally in terms of
spatial movement. Therefore, we chose to only use the two
classes head-on and overtaking as a whole and disregarded
the division according to the behaviour. This is possible, be-
cause as a qualitative representation, QTC¢ is not able to
represent time in general but just temporal sequences. In the
following sections we will show that the two behaviours are
not significantly different in their QTC¢ representation.

Manual annotation of the whole dataset yielded 122 head-
on and 85 overtaking trajectories for all participants. These
were automatically converted into QTC¢ state sequences
using two different means of noise reduction.” The actual
trajectory was smoothed by averaging over the « and y po-
sitions for 0.1s and 0.3s respectively. The z value cannot be
represented in QTC¢ and was therefore disregarded. Due to
the fact that actual sensor data will most likely never pro-
duce 0 states in QTC, the distance to m and the two _L m
lines was thresholded with either 1¢m, 5em, or 10cm dis-
tance from either of those lines. The resulting state chain is
then post-processed to remove equal, adjacent states.

HMM Modelling of QTC~ Sequences

The initial HMM used to model the QTC¢ state sequences
is created as explained previously and afterwards the QTC¢
state sequences created from the motion capture data set are
used to train the HMM using Baum-Welch training. The
generated HMM can then be used to visualise the observed
states, classify HRSI encounters, and predict the outcome of
those encounters.

A typical QTC¢ graph created by a HMM trained on the
recoded data is a directed graph and is composed of states
which represent the actual QTC¢ states and directed edges
symbolising the transitions and their probabilities to go from
one state to another. The particular graph shown in Fig. 8
shows all the state sequences created for the head-on en-
counters using a 0.3s averaging interval over the (z,y) po-
sitions and a 5em accuracy threshold regarding the distance
to either % | or the two L %/ lines. For the sake of read-
ability and space all transition probabilities below p = 0.15
have been pruned and the states without incoming or out-
going edges have been removed. As a result of the pruning,
most of the transition probabilities do not sum up top = 1.0
but the graph still reflects the most probable transitions and
states during such an encounter.

>The motion capture system operated with an error of approxi-
mately 1.5mm to 2.5mm.



Figure 8: QTC states for all head-on encounters created by
the HMM representation. Edge width represents the transi-
tion probability. The colour of the nodes represents the a-
priori probability of that specific state (from white = 0.0,
e.g. “S”, to dark grey = 1.0, e.g. “E”). Representation has
been created with an accuracy of 5e¢m and an averaging
over 0.3s. All transition probabilities below 0.15 have been
pruned from the graph, only highlighting the most probable
paths within our model. Due to the pruning the transition
probabilities in the graph do not sum up to 1.0.

One of the most probable paths (disregarding the start and
end state (S, E') which are artificially inserted during post-
processing to represent uncertainty about states that precede
the start and succeed the end of our evaluated trajectory)
through the graph shown in Fig. 8 could be interpreted as
follows *:

(= 0—0) The human moves towards the robot while the
robot is stationary or turning on the spot. The human al-
reag/ starts to circumvent the robot by moving to the left
of k1.

3k represents the human and [ the robot. As a result
(¢1 g2 g4 g5) are defined as: g1 = human moves towards or away
from robot, g2 = robot moves towards or away from human, g4 =

human moves to the left or right of % 1, g5 = robot moves to the left
or right of 7.
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(= — — 0) The human and robot approach each other and

the human still moves to the left of % {. This might not
mean that he/she is circumventing the robot but just that
the angle of the connecting line has changed. The human
might be moving straight on.

(= — — —) Human and robot are Egproaching each other

and are moving to the left of k! and i respectively.
As mentioned, this might not mean that they are circum-
venting but move straight on with a changed angle of the
connecting line which would fit the observed general be-
haviour of participants and robot.

(00 — —) The movement along L %1 is the actual passing-
by action where both agents are moving in opposite direc-
tions while being “shoulder to shoulder”.

(+ 0 — —) Both agents have passed each other and the hu-
man — if the previous assumption that the human is ac-
tively circumventing the robot was correct — is correcting
her/his path by moving behind the robot.

The described state sequence is very similar to the prototyp-
ical head-on encounter depicted in Fig. 4.

HMM Based QTC, Classification

After demonstrating that the HMM approach can be used
to automatically create and model valid representations of
QTC¢ state chains, we also used the resulting HMM as a
classifier to show that the data is correctly modelled and to
be able to identify similar situations in our data set. In or-
der to show the accuracy of this classification we used the
ground truth information, obtained by manually sorting and
categorising the recorded trajectories, as a basis and com-
pared them against each other. The HMM was trained in the
same way as described in the previous sections, using the
HMM initially created from the CND and training it on the
actual data using a Baum-Welch training.

We then defined two hypotheses which we are trying to
prove using this HMM based QTC classification:

Hypothesis 1: The two classes, i.e. head-on and over-
taking, can be distinguished by the trained HMM and
are significantly different from each other.

Hypothesis 2: The two sub-classes, i.e. stopping and
non-stopping, cannot be distinguished by the trained
HMM and are therefore not significantly different from
each other. They mainly differ in the time domain
which cannot be modelled by QTC¢.

To determine if our assumptions are correct we used k-
fold cross validation with £ = 5 over 10 iterations, resulting
in 50 iterations in total. During each of the single valida-
tion processes we used the k-fold training sub-set to train a
new HMM to model this particular sub-set of the data and
used the remaining samples as a validation or test set. The
test set was used to test the generated HMM by producing a
log-likelihood value representing the probability of produc-
ing the given test set with this particular HMM based on its
transition and emission probabilities. As a control, the same
was done with a HMM trained on the other class given the
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Figure 9: The classification rates for the different smoothing
times and accuracy thresholds. Red (dark grey) represents
the head-on class, yellow (light grey) represents the overtak-
ing class. The error bars represent the 95% confidence inter-
val. Note: To better visualise the small differences between
the results, the bottom line does not represent O but p = 0.5
(the null hypothesis for our two-class problem).

same test set, also generating a log-likelihood value repre-
senting the production probability of the test set for the con-
trol HMM. A single sample in the test set was considered
correctly classified if the HMM modelling the correct class
produced a higher log-likelihood than the control HMM
modelling the other class. The number of correctly classi-
fied state sequences in the test set were normalised thereby
creating a classification rate for every single k-fold iteration.
Afterwards, a normal distribution was fitted over these 50
classification rates to estimate the mean, variance, and the
according 95% confidence intervals. The results of this val-
idation process will be described in the following section.

Results

Using the above mentioned validation process, comparing
our two classes of HRSI encounters, we achieved classifica-
tion rates from p = 0.8700 to p = 0.9804 for the head-on
class and ¢ = 0.8600 to = 0.9527 for the overtaking
class (see Fig. 9). The best classification rate was produced
by the lowest filter settings with a (z,y) position averag-
ing over 0.1s and an accuracy threshold of 1cm. We were
able to achieve a classification rate of y = .9804 4 .0066
with a standard deviation of o = .0193 for the head-on case
and a classification rate of ; = .9527 + .0166 with a stan-
dard deviation of 0 = .0488 for the overtaking case. The
specified mean intervals represent the 95% confidence in-
tervals on said mean value and the results can therefore be
interpreted as being significantly different from the null hy-
pothesis. This means that the two classes are distinguishable
because the confidence interval is well above p = 0.5.

The general classification accuracy seems to be loosely
correlated to the spatial accuracy used to determine which
states count as O-states in the QTC. representation, there-
fore indicating that this is the largest factor of data loss in
our automatic construction of QTC. states. Nevertheless,
even the 10cm accuracy results are still significantly differ-
ent from the null hypothesis and therefore support our first
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hypothesis that the HMM approach is well suited to model
QTC¢ state sequences and classify new data.

An in-class comparison of the two previously mentioned
robot behaviours, i.e. stopping and non-stopping, did not
yield significant classification results. If we, for example,
have a look at the best case in the two class classification of
head-on and overtaking* obtained with a 0.1s smoothing and
an accuracy of 1em we achieve classification results, for the
in-class comparison, of = 0.5946 =+ 0.0452 for the head-
on non-stopping, ;£ = 0.656040.0419 for the head-on stop-
ping, 1 = 0.4077 4+ 0.0511 for the overtake non-stopping,
and ¢ = 0.5107+£0.0515 for the overtake stopping scenario.
This indicates that the two behaviours are too similar regard-
ing the actual relative movement of the two agents because
they mainly differ in the time domain, as we suggested in our
second hypothesis. These findings justify the pooling of the
data and to only consider the head-on and overtaking classes
as a whole for our evaluation process.

Conclusion and Discussion

In this paper we built on previous work to improve QTCc
state sequence modelling by evolving the previously pro-
posed Markov Chain representation into a Hidden Markov
Model based approach. The initial HMM is built upon CND
based transition and emission probabilities to create valid
representations of the observed temporal sequences. After-
wards, we employed a Baum-Welch training to fit the HMM
to the actual observed data from a real user study. We were
able to correctly model the recorded motion capture data, to
automatically create valid QTC¢ representations, and to use
these models as classifiers for newly observed sequences.
By proving our two hypotheses we showed that for our two
class HRSI examples of encounters in a narrow corridor we
are able to reliably distinguish and classify them.

Besides the shown advantages of representing relative
motion of a robotic and human agent as QTC¢ states, we
also found a few limitations to this approach of data repre-
sentation.

Normally, one of the limitations of QTC¢ is that actual
sensor data does not coincide with the constraints repre-
sented in a CND. In the mentioned motion capture study
we encountered up to 521 illegal transitions which indicates
that raw sensor data is not suitable to create QTC¢ state se-
quences without post-processing. This however, was solved
by using our proposed HMM based modelling adhering to
the constraints defined in the CND, only producing valid
state transitions.

A major limitation is that three important factors of HRSI,
namely speed, acceleration, and distance, cannot be repre-
sented by simplified QTC . While full QTC¢ is able to rep-
resent relative speeds it is neither possible to represent the
velocity nor acceleration of the robot or the human. It is
also impossible to determine the distance between the two
agents and therefore to adhere to the social distances de-
fined by Hall (1968) when creating robot behaviour based on
QTC states or evaluating if these distances were kept when
analysing data. Therefore, QTC¢ is not very well suited to

“The results for the other cases were not significantly different.



make statements about comfort, naturalness, and sociabil-
ity, as defined by Kruse et al. (2013), of a given HRSI en-
counter. One possible starting point for incorporating HRSI
principles into QTC¢ could be the representation of Hall’s
personal distance as another factor in the QTC tuple, e.g.
0 = personal distance, — = closer, + = further away. The
same might also be possible for velocity and acceleration in
close vicinity of humans.

Another limitation of QTC is the impossibility to infer
which agent executes the actual circumvention action in the
head-on scenario. As described previously when interpret-
ing the graph in Fig. 8, we are not sure if the human, the
robot, or both are circumventing each other. We just know
that the human started the action but we do not know if the
robot participated or not. This could eventually be countered
by using the full QTC¢ approach including the relative an-
gles. Even then, it might not be possible to make reliable
statements about that and it would also complicate the graph
and deprive it of some of its generalisation abilities.

Future Work

As an immediate follow-up to this evaluation of the HMM
based modelling approach we would not only like to use
it as a classifier but also to predict the behaviour of the
human. In the preliminary work of Bellotto et al. (2012;
2013), predefined QTC sequences were already encoded
into a symbolic reasoner to generate motion commands for
a robot that approached and/or avoided a nearby user. We
hope to enhance this form of QTC reasoning by being able
to produce the most probable path in our HMM representa-
tion, infer the unfolding of a specific HRSI encounter, and
act appropriately.

In future work, we will try to tackle some of the limita-
tions described in the previous section, e.g. by introducing
a qualitative representation of the distance between the two
agents and other forms of qualitative representation which
have yet to be explored. This will be necessary to enable
QTC¢ based behaviour creation to adhere to common HRSI
principles and constraints.

Both the behaviour generation and the enriching of QTC
will be evaluated in subsequent user studies, exploring dif-
ferent forms of motion tracking. This will also indicate if
the internal sensors of the robot are sufficient to infer mo-
tion patterns and reason on their outcome.
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